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Abstract. Using industrial computed tomography (CT) in measuring dimensional parameters (such as diameter, 

distance) of manufactured parts becomes more and more popular due to its advantages such as being a non-

destructive method and possibility to complete complex shape measurements rapidly. However, the accuracy and 

precision of the measured values are required to be validated by quality control. The complicated structure of multi-

step processing contribute to measurement errors and uncertainties through various factors. Among them, 

temperature change during the operation of CT machine possesses a high potential influence. Two test geometries 

created in Catia V5 were modelled in Marc Mentat Finite Element software considering different materials (PMMA, 

Al, AlMgSi1) to study the deformation behavior against the change of temperature during the CT measurement 

process. The results of simulations provided an appropriate point of view about the effect of the temperature 

parameter to the measurement accuracy and uncertainties. 
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Introduction  
In modern industry, dimensional metrology is essential for quality control. Until now, optical and tactile 

systems have been popular because of their accuracy and the certificated uncertainties. However, for the purpose of 

evaluation the internal structure of a part or an assembly, these systems face real challenges.  

In recent years, CT dimensional measurements have emerged as a solution to the difficulties of controlling 

the overall structure of the product [1]. Known as a non-destructive method, CT can map 2D, or 3D images of 

objects, which are directly processed by assistant software (such as VGS studio [2] to implement dimensional 

metrology’s requirements, in a short time. 

Notwithstanding, because of the complexity of CT systems and the measurement strategy, data traceability 

becomes extraordinarily difficult. Figure 1 introduces comprehensively factors influencing the performance of CT 

system in dimensional metrology [3,4]. 

Because there are variety of sources can contribute to measurement errors and uncertainties, research about 

them becomes essential and popular. About the impact of X-ray source, research about the effect of focal spot size, 

focus drift and tube power (including voltage, current) were implemented [5,6,7]. The influence of material, 

temperature and surface roughness of specimen were also investigated by several authors [8,9,10,11,12,13]. On the 

other hand, the detector contributes to measurement errors through main parameters such as detective quantum 

efficiency and image lag [5,14]. The step of image processing possibly affects to the accuracy of metrology 

measurement [15,17]. 

In 2015, an experiment implemented by H. Villarraga-Gomez [11,12], specimens with identical geometry but 

different material quality were measured by CT method, and studied the effect of external parameter influences for 

the accuracy of measurements. The temperature change at position of workpiece were also recorded. Features were 

measured at different stages of CT processing to determine the behavior of measurement uncertainties under the 

effect of temperature. 

In this paper, two specimens with different structures were modelled in simulated to evaluate how the 

distribution of measurement errors caused by changing of temperature will be. Furthermore, the results of 

simulations were compared with the work of H. Villarraga-Gomez to compare the compensation of temperature 

change used in [11,12].  
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Fig. 1. – Influencing factors on dimensional metrology by CT 

 

1. Materials and Methods 

 

1.1 Theoretical background 

 

Followed by the Guide to the Expression of Uncertainty in Measurement (GUM) (clause 3.2.4) [19] and with 

the assumption that the same application from ISO 15530 for tactile CMMs [20] was used for X-ray CT in 

measurement uncertainties estimation, the correct measurement result by CT system       of n independent 

observations which has arithmetic mean  ̅   can be calculated as follows: 

 

        ̅   – b ±     (1)     

where b is the bias of systematic errors calculated by the  ̅   minus the true value (reference value) measured by a 

more accurate system than CT (CMMs).     is equal to       with k = 2 for confidence interval of 95% and     is 

a quadratic sum of several basic contributions [18,20]: 

 

 
    √    

    
    

    
  (2)  

 

where      is the standard uncertainties of reference value or in certificated calibration procedure for the specimen. 

It is normally assumed that this value is negligible in comparison with other elements in (2). Parameter   is the 

uncertainty of repeatability and    is the variation as a consequence of expansion due to temperature change or 

surface roughness. As a component of   , the uncertainties in the temperature change is considered as the largest 

influence. It was calculated by the Eq. (3) [11,12]: 

           √  (3)           

where   is the expansion coefficient, L is the length of the measurand (in meter) and    is the change of 

temperature projected to the reference temperature (20°C). Constant of √  illustrates for the assumption of the 

rectangular error distribution for temperature. Finally,    is the standard uncertainty caused by systematic errors of 

the calibration measurement procedure includes two main contributors: deviation between CT measurement and 

reference values and the uncertainty due to thermal expansion for the calibrated workpiece. Generally, if systematic 

errors are compensated, Eq. (2) will be used. However, in case of being not fully compensated, the formula was 

proposed in ISO/TS 15530-3:2009 [20] will be used: 
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1.2 Materials and models 

 

Two test geometries were defined for the analysis. The geometry of the first sample for this study was a 

rectangular block (referred hereafter as the ‘hole block’) with outer dimensions of 20 mm × 40 mm × 60 mm with a 

10 mm diameter hole passing through the center of the longest axis (Figure 2a). The used materials for this geometry 

were poly(methyl methacrylate) (PMMA) and aluminum.  

The second geometry was made of aluminum alloy (AlMgSi1). It has the shape of a cube with the size of 90 

mm × 90 mm × 90 mm. In this block, 14 holes were defined with a distributed layout as in the Figure 1b. The 

physical parameters of materials are listed in Table 1. 

 

 
Fig. 2. – Test geometries with finite element mesh the first geometry (a), the second geometry (b). 

Table 1. The parameters of materials 

Type of parameters PMMA Aluminum AlMgSi1 

Mass density 1.18×10
6       2.7×         2.7×          

Thermal conductivity 0.21         237         195         

Specific heat 1466          898.7          900          

Young modulus 2450 MPa 70 GPa 70 GPa 

Poisson ratio 0.375 0.33 0.33 

Thermal expansion 126           23.4           23.4           

 

2. Method 

Finite element method (FEM) was employed in Marc Mentat, which is a popular method for solving 

problems of engineering and mathematical models. In FEM, geometry is divided into a large system of small, 

simpler parts called elements, which is implemented by the construction of a mesh of object. The simple equations 

modelling the finite one will be assembled into a larger system of equations modelling entire problem. Marc Mentat 

is a popular software could use FEM to handle with complicated issues [21] 

There are several common parameters among simulations. Constraints for displacements are applied to 4 

points at corners of the bottom of workpieces. The distribution of temperature is assumed to be uniform over the 

whole solid part. The varied parameter in this simulation was the temperature, temperature data were used as in 

[11,12]. There were 5 regions: 

 Region 1: the warm up phase (X-ray was turned on) lasted 1-1.5 hour and temperature increased up to 22°C 

 Region 2: the X-ray was turned off in 4.5-5h. Temperature decreases to 21.4°C at the end of phase. 

 Region 3: X-ray was turned on to make measurement. The temperature raised to 22.15°C at the end of 

phase 3. This stage lasted 3 hours. 

 Region 4: CT maintain active whole the region in 8 hours. The temperature reached the highest value 

during operation (22.45°C) 

 Region 5: Power tube was turned off. The temperature went down to 21.9°C. 



Material and Mechanical Engineering Technology, №4, 2023 

6 
 

 
 

Fig. 2. – Graph of temperature change used in simulation 

Fig. 3 illustrates the changes in temperature for each region. The simulation was divided in to 2 phases: 

Phase 1: Using the information about temperature in Fig. 3 to simulate the behavior of two model under the 

effect of temperature change. From this phase, the distribution of displacement will be revealed. The maximum 

value of displacement will also be recorded. 

Phase 2: At the end of region 5 the temperature decreased to 21.9°C which is the average temperature used in 

[11,12] for calculating the compensated value. The value in simulation at this temperature will be recorded and 

made comparison to evaluate if we can simply use Eq. (5) to calculate the corrected value: 

 

         (5)           

The time for scanning by CT usually lasts several hours that is extremely long for simulation. Therefore, unit 

of hour was converted to second with respect ratio (1 hour was converted to 1 second in simulation) 

 

Simulation results 

Four types of results were extracted: displacement field in x,y,z-direction and the total displacement field 

displayed by vectors.  

Table 2. Node has max value and max value of first model made of PMMA 

 Node has max value  

of displacement 

Max value of displacement 

[µm] 

In x direction 1, 2 -6.29,6.28 

In y direction 3, 4 3.751, -3.712 

In z direction 5 22.44 

Total displacement 5 23.47 

 
Table 3. Node has max value and max value of first model made of Aluminum 

 Node has max value  

of displacement 

Max value of displacement 

[µm] 

In x direction 1,2 -1.166, 1.165 

In y direction 3,4 0.683, 0.677 

In z direction 5 4.127 

Total displacement 5 4.322 

 
Table 4.  Node has max value and max value of second model made of AlMgSi1 

 Node has max value  

of displacement 

Max value of displacement 

[µm] 

In x direction 7,8 3.052, -2.785 

In y direction 9,10 2.888, -2.591 

In z direction 11 7.582 

Total displacement 12 8.173 
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a) b) 

  

c) d) 
Fig. 3. – The displacement of the first model made of PMMA under simulation. a) x-direction, b) y-direction displacement, c) z-direction 

displacement, d) total displacement. 

 
 

a) b) 

  
c) d) 

Fig. 4. – The displacement of the second model made of AlMgSi1 under simulation: a) x-direction, b) y-direction displacement, c) z-direction 
displacement, d) total displacement 

Fig. 6 shows the spectrum of displacements. 
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Fig. 5. – Spectrum of displacements 

As the coordinate axes located at the center and bottom of the workpiece on XY plane, the displacement in X 

and Y direction had both sign while Z-direction ad total displacement only had positives sign. Table 2-4 recorded 

the largest value of 4 types of displacements at the highest temperature (22.45°C) and Fig. 5 and Fig. 6 illustrated 

the position having those values. 

Several conclusions could be drawn for the first phase of simulation: 

 In x and y direction, the displacement is the lowest at the middle of the model and larger when reach edges; 

 In z direction, the displacement is the lowest at the bottom and is the highest at the top of the model; 

 The displacement in z direction dominated the maximum value of total displacement; 

 The node has the maximum displacement in total will be at the max value point of z displacement or near 

that PMMA has larger expansion coefficient so that the displacement is significant bigger than the two rest cases 

(Aluminum and AlMgSi1 have similar expansion coefficients). 

In [11,12], the first model’s dimensional parameters were measured including length and width of 5 

rectangles and the height. To compensate for the change of temperature, Eq. (5) was used and the average 

temperature for whole process was assumed to be 21.9°C with PMMA and 22.3°C with Al. With the simulation, 

value of displacements was recorded at the same temperature. The Eq. (6) illustrates how to calculated the distance 

between two points A (        ) and B (        ) which have the displacement respectively in direction x, y and z 

𝞓A (           ) and 𝞓B (           ): 

 
                  √               

                 
                 

  (6) 

                        √       
         

         
  (7)           

                             (8)           

Applying the above equation, Table 5 compare the corrected value used in [11,12] and the corrected value 

calculated by simulation. 

Table 5.  Comparison between corrected values between using Eq.(3) and simulations 

Dimensional 

parameters 

Corrected values by equations 

[µm] 

Corrected values by simulations 

[µm] 

 PMMA Al PMMA Al 

Width 5 1 5.208 1.360 

Length 10 2 9.748 2.331 

Heigh 14 3 15.66 4.127 

 

The deviations between corrected values are normally smaller than 1 µm which can be considered 

neglectable. On the other hand, the results of Eq. (5) are usually smaller than from the simulations. 

 

Conclusions 

With installed cooling systems, computed tomography is expected to maintain ideal temperature during the 

process of measurement. However, the expectation cannot be fulfilled, which was proved in [11,12] with the change 

of temperature. Consequently, measurement errors caused by thermal expansion are inevitable. The simulation of 

temperature change’s effect was implemented on 2 models with different materials where thermal expansion 

coefficients are distinctive to reveal the possible errors. 

With Marc Mentat and FEM method, the distribution of displacement in whole body of specimens were 

illustrated. It was also proved that maximum displacements for aluminum material is under 5 µm and for PMMA is 

under 20 µm for both models. In previous work, corrected values were calculated by Eq. (5) to compensate the 

change in temperature, which was compared with the value from the simulation. With the deviation under 1 µm, it 

can be concluded that using Eq. (5) to calculate compensated value if temperature during CT process cannot be 

maintained at 20 °C is applicable to simplify the work of determining the results of measurement. 
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